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Near infrared spectroscopy (NIRS) analysis technology, combined with chemometrics, can be
e®ectively used in quick and nondestructive analysis of quality and category. In this paper, an
e®ective drug identi¯cation method by using deep belief network (DBN) with dropout mecha-
nism (dropout-DBN) to model NIRS is introduced, in which dropout is employed to overcome the
over¯tting problem coming from the small sample. This paper tests proposed method under
datasets of di®erent sizes with the example of near infrared di®use re°ectance spectroscopy of
erythromycin ethylsuccinate drugs and other drugs, aluminum and nonaluminum packaged.
Meanwhile, it gives experiments to compare the proposed method's performance with back
propagation (BP) neural network, support vector machines (SVMs) and sparse denoising auto-
encoder (SDAE). The results show that for both binary classi¯cation and multi-classi¯cation,
dropout mechanism can improve the classi¯cation accuracy, and dropout-DBN can achieve best
classi¯cation accuracy in almost all cases. SDAE is similar to dropout-DBN in the aspects of
classi¯cation accuracy and algorithm stability, which are higher than that of BP neural network
and SVM methods. In terms of training time, dropout-DBN model is superior to SDAE model,
but inferior to BP neural network and SVM methods. Therefore, dropout-DBN can be used as a
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modeling tool with e®ective binary and multi-class classi¯cation performance on a spectrum
sample set of small size.

Keywords: Deep belief networks; near infrared spectroscopy; drug classi¯cation; dropout.

1. Introduction

Counterfeit and substandard drugs, cause great
harms to people and require identi¯cation under
pharmaceutical supervision. Moreover, due to the
di®erences in production process, raw materials,
packaging and other forms, even the same drug pro-
duced by di®erent manufacturers or di®erent speci-
¯cations of the same drug may have di®erent
features. So, it is of great value to identify these dif-
ferences in pharmaceutical supervision.Near infrared
spectroscopy (NIRS) analysis technology can be used
for quick and nondestructive detection of the drugs
and has been widely used in the pharmaceutical in-
dustry,1–3 for it has abundant frequency doubling
and frequency vibration information in molecular
groups.

NIRS combined with pattern recognition tech-
nology has been widely used in the rapid and non-
destructive quantitative and qualitative analysis of
drugs. In terms of constructing classi¯cation model,
Deconinck et al.4 used decision tree to identify the
spectra of Viagra and Cialis drugs, which obtained
good classi¯cation accuracy; Storme et al.5 adopted
support vector machines (SVM) to do the drug
identi¯cation of NIRS, the result of which was
proved more accurate than that of decision tree.
Yu Ke et al.6 used least squares SVM (LS-SVM) to
distinguish the genuine and fake traditional Chinese
medicine (Danshen Salvia Miltiorrhiza powder
samples), which achieved a higher accuracy than
the SVM. However, there are few researches on the
spectroscopy multi-classi¯cation, for the multi-
classi¯cation is more complex than binary classi¯-
cation, and the shallow structure of SVM and the
two-layer back propagation (BP) neural network
make the ability of its function mapping weak, the
ability of which still remains to be investigated in
the identi¯cation of multi-classi¯cation drugs.

Deep learning, a machine learning method,7

has been successfully used in the ¯elds of natural
language processing, text classi¯cation and image
recognition.8–10 Meanwhile, it has deep network
structure and nonlinear activation function,
which makes all kinds of deep learning models be

appropriate for big data model, especially for the
ones with higher dimensions and which are non-
linear. However, the number of samples is relatively
small in spectral analysis, and direct application
of deep learning model may result in over¯tting
problem. There were few papers about deep learn-
ing in the spectral classi¯cation. Only in Ref. 11,
we have learned that Luo used the technology of
NIRS combined with sparse denoising auto-encoder
(SDAE) algorithm to conduct the identi¯cation of
genuine and fake drugs.

This paper has proposed the near infrared spec-
tral drug identi¯cation method based on dropout
deep belief network (dropout-DBN). The DBN
model can ensure the strong nonlinear modeling
capabilities, and the dropout mechanism can over-
come the problems of the small sample. To verify
the validity of the algorithm, we have made
experiments of binary and multi-class classi¯cation
by using the di®use re°ection spectrum data coming
from some drugs such as erythromycin ethylsucci-
nate; veri¯ed the function of dropout-DBN in terms
of its accuracy, stability and training time; and
given detailed comparison among the BP neural
networks, SVM and SDAE. All of these show that
the proposed method was e®ective.

2. Methods

2.1. DBN model

The DBN is a semi-supervised learning method,
which combines the advantages of unsupervised
learning and supervised learning method, and has
strong ability of classi¯cation and prediction for
high dimensional feature vector. Mimicing the
multi-layer structure of the human brain, DBN has
made a feature extraction of input data from
the low layer to the top layer. As shown in Fig. 1,
the DBN is comprised of multi-layer unsupervised
restricted Boltzmann machine (RBM) and a layer of
a supervised BP network.12

The training process of the DBN model mainly
includes two stages: pre-training stage and fune-
tuning stage.13 In the pre-training stage, we ¯rst
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initialized the parameters of DBNs, and then used
the layer by layer network training method. We
used the unsupervised learning method to train one
layer of RBM each time, and the output result of
which was used as the input layer to the next RBM.
The layers were trained one by one like that, until
all the layers of RBM were completed, and the
weight and bias value of each layer were retained
accordingly. In order to make the network perfor-
mance better, the gradient descent algorithm was
used to ¯ne-tune the parameters of the whole net-
work. This stage is similar to the BP neural network
algorithm. The weight of each layer has been pre-
trained by the RBM before ¯ne-tuning, which is not
in random initialization like the BP neural networks
do, thus avoiding the situation of local convergence.

2.2. RBM

The RBM is an energy-based model,14 which con-
sists of a visible layer and a hidden layer. There is no
neuronal connections between the same inner layer,
and inter layer neurons are fully connected. The
main function is to determine the probability dis-
tribution of the output layer, as shown in Fig. 2.

In a binary RBM, both the hidden and visible
units are binary and stochastic. v represents the
visible layer vector and h stands for the hidden
layer vector. Then, for a group of ðv;hÞ, the energy
function of RBM can be de¯ned as follow:

Eðv;hjµÞ ¼ �
Xm
i¼1

aibi �
Xn
j¼1

bjhj �
Xm
i¼1

Xn
j¼1

viwijhj;

ð1Þ
where µ ¼ ðwij; ai; bjÞ is the parameter of RBM, wij

is the connecting weight between visible unit i and

hidden unit j, while ai and bj are bias terms of
visible layer and hidden layer, respectively. m and
n are the numbers of visible and hidden units.
The goal of the training algorithm is to learn cor-
responding parameter µ. Based on the energy
function, the joint distribution over the visible and
hidden units can be de¯ned as follows:

P ðv;hjµÞ ¼ e�Eðv;hjµÞ

Zð�Þ ; Zð�Þ ¼
X
v;h

e�Eðv;hjµÞ; ð2Þ

where Zð�Þ is a normalization factor, and then joint
distribution of the marginal distribution can be
de¯ned as follow:

P ðvjµÞ ¼ 1

Zð�Þ
X
h

e�Eðv;hjµÞ: ð3Þ

This marginal distribution is the probability of
visible unit in RBM. Since there are no hidden–
hidden connections, the conditional distribution
P ðhjvÞ is factorial and given by

P ðhj ¼ 1jvÞ ¼ �
X
i

viwij þ bj

 !
; ð4Þ

where �ðxÞ ¼ 1=½1þ expð�xÞ�. Similarly, since
there are no visible–visible connections, the condi-
tional distribution P ðvjhÞ is factorial and is given by

P ðvi ¼ 1jhÞ ¼ �
X
i

wijhj þ ai

 !
; ð5Þ

where µ can be obtained by calculating the maxi-
mum likelihood estimation of the training set (the
number of samples is T ):

µ� ¼ arg
�

maxLðµÞ ¼ arg
�

max
XT
i¼1

ln pðvðtÞjµÞ: ð6Þ

Fine-
Tuning

RBM1

W(1)

RBM2

W(2)

BP

W(3)

Error
Fine-

Tuning
Fine-

Tuning

Input
Layer

Hidden
Layer

Hidden
Layer

Output
Layer

Output
 Labels

Expected 
Labels

Fig. 1. The structure of DBN model.
Fig. 2. The structure of RBM model.
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But maximum-likelihood learning is infeasible in a
large RBM because it is exponentially expensive
to compute the derivative of the log probability
of the training data. Nevertheless, RBMs have
an e±cient approximate training procedure called
\contrastive divergence"15 which makes them
suitable as building blocks for learning DBN.
We repeatedly update each parameter µ using
the di®erence between two measured, pairwise
correlations:

wij ¼ wij þ " vihj

� �
data � vihj

� �
recon

� �
;

ai ¼ ai þ " vih idata � vih ireconð Þ;
bj ¼ bj þ " hj

� �
data � hj

� �
recon

� �
;

8>><
>>: ð7Þ

where " is a learning rate, h�idata is the expectation
on the distribution de¯ned by the training data,
h�irecon is the expectation on the distribution de¯ned
by the reconstructed model.16

2.3. Fine-tuning stage

BP algorithm, a kind of supervised training method,
is used to adjust and optimize weight parameters
extracted in the pre-training stage. The classi¯ca-
tion results were obtained by logistic or softmax
regression algorithm. The training process is divided
into two steps:

(1) Forward propagation: Set the parameter value
to each layer, then input the feature vectors into
the BP neural network, according to the preset
network structure training and output the
training value.

(2) BP: Compared to the actual results of BP al-
gorithm output with correct results of expected
output, the resultant error value resulting from
which was put back into the input layer from
the output layer, so as to adjust and optimize
the parameters of the network.

Through the multiple iterational forward and BP,
the weights between neurons were modi¯ed.
When the error between the actual value and the
output value meets the requirement, the training
will stop.

2.4. Dropout-DBN model

Deep learning network model is mainly used for
massive data network training. If the number

of training sets or the feature dimension of the
data is small, the system may produce local con-
vergence and lead to over¯tting. The core idea of
dropout-DBN is to randomly ignore hidden layer
neurons in the training process, so as to prevent
over¯tting.

Dropout was proposed by Hinton and his team.17

The basic idea of dropout is that it randomly
ignores neurons of the hidden layer. That means,
some hidden layer neurons did not participate in
this training network and the weight will be re-
served. These neurons may be involved in training
in the next iteration. In the case of small training
samples, due to the excessive number of iterations
of the network, the system was likely to have mu-
tual dependence between nodes. During each itera-
tion process, dropout made some of the random
section of nodes in the hidden layer out of work, so
that it could e®ectively prevent the interdependence
among features, as shown in Fig. 3.

3. Experiments

3.1. Dataset

Experimental data were collected by National
Institutes for Food and Drug Control, including
erythromycinethylsuccinate from Xi'an Li Jun
pharmaceutical Ltd. and other factories (Wutai
Group, Shijiazhuang Pharmaceutical Ltd. et al.),
with aluminum and nonaluminum packaging, and
a few other similar drugs (erythromycin, clari-
thromycin, meleumycinum et al.). The experiments
could get the spectrum curves by measuring ab-
sorbance values of each sample in di®erent wave-
lengths. The wavelength of each spectral data
ranged from 4196 nm to 9002 nm, with an interval
of 4 nm. The detailed information of the NIRS
sample is shown in Table 1.

Fig. 3. The role of dropout.
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3.2. Pre-processing

Firstly, all drugs spectroscopy samples were deri-
vated (13 smooth pixels) to eliminate baseline and
other background interference, as shown in Fig. 4.
Secondly, all the input data were converted into the
number between 0 and 1 by vector normalization,
which were used to eliminate the orders of magni-
tude di®erence among the data of di®erent dimen-
sions, and avoid great errors of network prediction.

3.3. Dropout parameters selection

Dropout could inhibit the over¯tting problem of
small samples, and improve the prediction accuracy
of algorithm. Figure 5 shows the relationship be-
tween dropout factor and prediction accuracy under
the binary classi¯cation where the size of training
set is 140. The experimental results indicate that
dropout factor has comparatively stable classi¯ca-
tion accuracy in a wide range.

3.4. Classi¯cation model

Deep learn toolbox was selected for experiment
and the software platform is MATLAB R2014a.

A four-layered network structure was adopted,
namely, 1247-200-100-2/4. Binary classi¯cation and
multi-classi¯cation are the same in pre-processing
and pre-training stage, and the di®erence between
the two is only in the ¯ne-tuning stage. The output
layer of binary classi¯cation uses logistic classi¯er,
while the multi-classi¯cation uses Softmax classi¯er.
The detailed process is as follows:

(1) Pre-processing: The spectroscopy data of eryth-
romycin ethylsuccinate was pre-processed and
normalized by max–min method.

(2) Pre-training: Two RBM network structures
were used in hidden layer, and the network
structure was set as 100–200. In the stage of
RBM training, iteration of each RBM was 200;
the learning rates of two layers were set as 0.05,
and sigmoid function was used as activation
function.

(3) Fine-tuning: After the completion of the RBM
training, the values of weights and bias obtained
from the pre-training were used to initialize the
parameters of the ¯rst two layers in BP neural
network. Then optimize the parameters by BP

Table 1. The pro¯le of the pharmaceutical samples.

Category Species Number of aluminum Number of nonaluminum Total

Positive sample Non-Xi'an Li Jun erythromycin ethylsuccinate 25 24 49
Non-Xi'an Li Jun Non-erythromycin ethylsuccinate 9 20 29
Total 34 44 78

Negative sample Xi'an Li Jun erythromycin ethylsuccinate 65 106 171

Fig. 4. The NIR spectrum of pharmaceutical samples.

Fig. 5. The classi¯cation accuracies of di®erent dropout
rations.
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algorithm. The number of iteration of ¯ne-tun-
ing was 200, the learning rate was set as 0.05,
and sigmoid function was used as activation
function.

(4) Testing: Firstly, carry out the feed-forward
network calculation for test sets to compute the
probability of each samples belonging to each
classi¯cation, and then determine the classi¯-
cation of the samples according to the maxi-
mum principle, and extract category labels.
Then compare predict labels with expect labels
to get the accuracy.

(5) BP neural network, SVM and SDAE were
chosen as contrast methods. BP neural network
was available in the toolbox of MATLAB soft-
ware, and the network structure was the same
as the DBNs. LibSVM toolbox of National
Taiwan University was used as the experiment
of SVM models, and linear kernel function and
Gaussian kernel function were used as a com-
parison. From the cross validation of the grid
searching function in the toolbox, SVM Gauss-
ian kernel parameters, c ¼ 1; gamma ¼ 0.32
were obtained.

4. Results and Discussion

To verify the identi¯cation e®ects of dropout-DBN
model to NIRS drugs, this paper will use dropout-
DBN model to, respectively, verify binary classi¯-
cation performance (the ability to identify genuine
and fake drugs) and multi-classi¯cation perfor-
mance (the ability to identify multiple drugs) of
drugs, and then compare with other methods and
evaluate it.

4.1. Binary classi¯cation experiment

Firstly, we took genuine and fake drugs identi¯ca-
tion as samples to test the prediction ability of
dropout-DBN model. As shown in Table 1, the ex-
periment collected 249 kinds of drugs spectrum
samples. 171 erythromycin ethylsuccinate spectrum
samples of di®erent batches of Xi'an Li Jun phar-
maceutical Ltd. were considered as the negative
samples. Other erythromycin ethylsuccinate spec-
trum samples and species of spectrum samples in
total 78 samples served as the positive samples. In
order to verify the prediction performance of the
algorithm in di®erent datasets, we did experiments

with the datasets in Table 2. In the con¯guration,
each dataset in Table 2 by random sampling built
independent datasets, 10 times on the basis of
evaluating the average performance. Meanwhile,
the paper adopted SDAE, BP neural network and
SVM to the comparative experiments with dropout-
DBN. We evaluated dropout-DBN performance in
drug identi¯cation applications with classi¯cation
accuracy, training time and classi¯cation stability.

In terms of classi¯cation accuracy, according to
the datasets con¯guration of Table 2, the average
prediction accuracy on datasets which were chosen
at random 10 times independently of two-layer BP
neural network, linear kernel and RBF kernel SVM,
SDAE, DBN and Dropout-DBN algorithms are as
shown in Table 3. The results showed that the
performance with the dropout of DBN was better
than that of without dropout processing, especially
in the small sample sets, dropout-DBN had the best
performance. This indicated that dropout could ef-
fectively improve the classi¯cation accuracy of the
model. As Table 3 shows, SDAE, DBN and SVM
(RBF kernel) had similar high accuracy, indicating
that their complex nonlinear modeling capability
could be applied to the binary classi¯cation prob-
lem. However, the BP neural network was easy to
fall into local convergence and learning depth was
not enough. At the same time, linear kernel SVM
did not have a nonlinear modeling capability, so
they had low prediction accuracy.

In terms of algorithm stability, according to the
datasets con¯guration in Table 2, the average pre-
diction accuracy on datasets was chosen at random
10 times independently of each algorithm whose
standard deviation (STD) is as shown in Fig. 6. The
stability of DBN algorithm was similar with SDAE
network and much better than BP neural network.
When the training datasets were small, the depth of

Table 2. The size con¯guration of training sample set for
binary-class identi¯cation.

Number of training
sample in total

Number of
positive sample

Number of
negative sample

60 29 31
80 38 42
100 48 52
120 58 62
140 66 74
160 70 90
180 74 106

H. Yang et al.
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belief network still had good stability. With the
training dataset increasing, the stability of the
DBNs generally got higher than SVM algorithm.

In terms of training time, according to the
datasets con¯guration of Table 2, the average
training time on datasets which was chosen at
random 10 times of each algorithm is as shown
in Table 4. SDAE network needs to construct a

three-layer network for data dimensionality reduc-
tion and feature extraction, but dropout-DBN net-
work only needs visible-hidden layers with two
layers on the network. So, in terms of training time,
dropout-DBN has great advantages. However, be-
cause BP and SVM algorithm did not need to ex-
tract the characteristic variables by pre-training,
BP and SVM algorithm cost less time.

4.2. Multi-classi¯cation experiment

Secondly, we took multi-classi¯cation drug identi-
¯cation as examples to test the prediction ability of
dropout-DBN model. The spectrum samples were
divided into the following four groups in Table 1.
The ¯rst kind were 34 spectrum samples with the
aluminum packaging and not produced by Xi'an Li
Jun Pharmaceutical Ltd. The second kind were 44
spectrum samples without aluminum packaging and
not produced by Xi'an Li Jun Pharmaceutical Ltd.
The third kind were 65 spectrum samples with the
aluminum packaging and produced by Xi'an Li Jun
Pharmaceutical Ltd. The fourth kind were 106
spectrum samples without aluminum packaging and
produced by Xi'an Li Jun Pharmaceutical Ltd.

Similar to the experiment of binary classi¯cation,
the samples were randomly selected according to
the sizes of datasets and the amount of data in
di®erent categories (see Table 5), and the training
sets and test sets were built accordingly. By the
random sampling, each dataset in Table 5 was
con¯gured and datasets were built for 10 times in-
dependently to evaluate their average performance.

In terms of accuracy rate, we con¯gure the dataset
in Table 5, the average accuracy on datasets of
each algorithm in 10 times independently random
drawing is shown in Table 6. The results show
that the datasets algorithm by using dropout-DBN
was almost the highest in multi-class classi¯cation.

Table 3. The binary-classi¯cation accuracy on di®erent ratios of training samples (unit: %).

Training/Test set BP (2 layers) SVM (linear) SVM (RBF) SDAE DBN DBN (dropout)

60/189 92.86 95.19 98.31 97.62 97.30 98.41
80/169 93.14 96.15 99.05 98.82 98.46 99.13
100/149 94.23 95.91 98.52 98.76 98.59 99.21
120/129 95.35 94.88 99.22 99.36 99.15 99.57
140/109 96.33 94.95 99.17 99.35 98.90 99.52
160/89 96.85 95.96 99.59 99.78 99.32 99.72
180/69 96.38 95.65 99.40 99.71 99.57 99.69

Table 4. Training time of di®erent binary classi¯er on di®er-
ent ratios of training samples (unit: s).

Training/
Test set

BP
(2 layers)

SVM
(linear)

SVM
(RBF)

SDAE
(time)

DBN
(dropout)

60/189 3.25 0.01 0.01 123.16 65.15
80/169 3.99 0.01 0.01 141.30 83.65
100/149 4.31 0.01 0.02 159.33 102.57
120/129 4.76 0.01 0.03 177.66 121.94
149/100 6.59 0.01 0.03 195.59 141.22
169/89 7.28 0.01 0.04 214.71 160.64
180/69 7.88 0.01 0.05 232.98 179.66

Fig. 6. The STD of accuracy of di®erent binary-classi¯cation
models.
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The performance of dropout-DBN was signi¯cantly
higher than that of DBN without dropout, and
the smaller the sample set was, the more obvious
advantages it would get. Meanwhile, by further
comparing the average accuracy rate of dropout-
DBN and DBN on multiple classi¯cation problems
(Table 6) and binary classi¯cation problem (Table 3),
the advantages of dropout-DBN in multiple classi-
¯cations were more signi¯cant than that of the
DBN. The main reason was that there were fewer
samples of each category in the multi-class classi¯-
cation. In contrast, the smaller samples need more
dropout mechanisms in order to prevent over-¯tting
problem. Compared to the drugs identi¯cation of
binary classi¯cation, the accuracy of each algorithm
in the drugs identi¯cation of multiple classi¯cation
decreased, but each algorithm still showed previous
rule, and SVM (RBF), DBN and SDAE had similar
accuracy, which were all higher than BP neural
network and SVM (linear kernel). However, when
the training samples were extremely rare, SVM had
certain advantages.

In terms of algorithm stability, according to the
datasets con¯guration in Table 5, the STD of av-
erage prediction accuracy rate in 10 times random

drawing datasets for each algorithm is shown in
Fig. 7. The DBN network and SDAE network could
still maintain high stability, which was generally
higher than BP neural network and SVM algorithm.

In terms of training time, according to the
datasets con¯guration in Table 5, the average
training time of each algorithm in 10 times random
drawing datasets is shown in Table 7. Compared to
the binary classi¯cation of drugs identi¯cation, the
training time of each algorithm was extended in the
drugs identi¯cation of multiple classi¯cations, but
the training time of the traditional BP neural net-
work and SVM was still faster.

5. Conclusion

In the drug regulatory applications, there are not
only binary classi¯cation problems such as genuine

Table 5. The size con¯guration of training
samples for multi-class identi¯cation.

Training
sample

Class 1
(34)

Class 2
(44)

Class 3
(65)

Class 4
(106)

60 15 15 15 15
80 19 20 20 21
100 24 25 25 26
120 27 30 31 32
140 28 35 37 40
160 30 37 44 49
180 31 38 49 62

Table 6. The multi-classi¯cation accuracy of di®erent classi-
¯ers on di®erent ratios of training samples (unit: %).

Training/
Test set

BP
(2 layers)

SVM
(linear)

SVM
(RBF) SDAE DBN

DBN
(dropout)

60/189 89.84 90.16 96.83 94.86 92.86 96.67
80/169 88.46 91.24 96.69 95.68 94.85 97.46
100/149 90.07 93.36 97.19 95.97 95.84 98.52
120/129 93.02 95.12 97.68 97.67 96.59 98.91
140/109 94.13 95.78 97.50 98.07 97.71 98.82
160/89 96.07 98.20 98.10 97.64 97.75 99.21
180/69 96.52 97.54 97.99 98.41 97.83 99.13

Fig. 7. The STD of accuracy of di®erent multi-class classi¯-
cation models.

Table 7. Training time of di®erent multi-class classi¯ers on
di®erent ratios of training samples (unit: s).

Training/
Test set

BP
(2 layers)

SVM
(linear)

SVM
(RBF) SDAE

DBN
(dropout)

60/189 6.90 0.01 0.01 165.57 92.00
80/169 9.16 0.01 0.02 190.69 117.63
100/149 11.24 0.01 0.03 214.32 143.66
120/129 11.60 0.01 0.04 238.86 169.25
149/100 14.00 0.01 0.05 264.38 196.26
169/89 14.47 0.01 0.05 289.45 221.33
180/69 15.36 0.02 0.06 314.86 250.50
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and false drug identi¯cation, but also multi-class
problems such as identi¯cation of pharmaceutical
varieties. Due to the di±culties of sample collection,
wet chemical analysis and validation, etc., the
number of samples is often seldom available. Deep
learning network has strong capacity for complex
nonlinear modeling, which is especially suitable for
complex, high-dimensional and nonlinear analysis of
massive data. When the deep learning model is
applied to the stoichiometric analysis of NIRS, it
will lead to over¯tting because of fewness of the
samples. The spectral classi¯cation method based
on dropout-DBNs proposed by the paper can ef-
fectively prevent over¯tting, through randomly re-
moving network nodes during training. According
to the study of binary and multi-class classi¯cation
on near infrared di®use re°ectance spectroscopy of
drugs, the results show that, in terms of small
dataset, dropout-DBN had better accuracy and
stability than DBN. Simultaneously, the perfor-
mance of nonlinear classi¯er is excellent than linear
classi¯ers. Compared to BP neural network, SVM
and SDAE methods, dropout-DBN has better pre-
diction ability and stability. However, in terms of
training time, DBN algorithm is faster than SDAE,
but much slower than BP and SVM. Therefore,
dropout-DBN is an e®ective tool for spectroscopy
analysis, and is particularly suitable for small
sample model.
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